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The group Ge of invertible matrices quasicommuting with the diagonal matrix ®
is considered. It is shown that the complete linear group over some Bezout domain
decomposes into the product of G, lower, and upper unitriangulars groups. Nessesary
and suffisient conditions for the equolity GL(n, R} = G?;Gq,, where T denotes the
transposition, are obtained. Some applications of these results are considered.
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Let R be a commutative Bezout domain in which for all a, b, ¢ € R with (a,b,¢) = 1,
¢ # 0, there exists element » € R, such that (a 4+ rb,¢) = 1. As an example of such
rings one can consider the Euclidean rings, principal ideal rings, adequate rings. Let
® = diag(g1,... ,¥n) be a nonsingular d-matrix, i.e. a matrix in which ¢; | @i,
i=1,...,n—1. We will consider a group of matrices

Gp = {H € GL.(R) | H® = S, S € GLn,R)},

which consist of all invertible matrices of the form ||hi;||7, where h;; = 3’—‘_!:,-3,-, § &=

p .j=1,...,n—1,1> j. In the papers [1, 2, 3] it was shown that the group
Go play the main role in the description of the nonassociative divisors of matrices.
This paper is devoted to an investigation of this group. Let Uyp(n, R) and Uy (n, R)
be groups of upper and lower n x n unitriangular matrices over R, respectively.

Theorem 1. GL(n, R) = GeUy (n, R)Uyp(n, R).

In order to prove this Theorem we establish a series of facts.

Lemma 1. Let A€ GL(n—1,R), a=|la; ... @n-1 |[T then there exists a column
p=lldy oo Bl ||T such that
0 1 0
n 1 |0 A 0 A En.,l ‘
Proof. It is easy to see that z = A~ 'a. 0
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Lemma 2. Let ¢ # 0 be any fized element of R, (a1,...,a,) =1, (a1,¢) = 1. Then

the row ||ay ... an]|| can be complemented to an invertible matrir of the form

ay as das e g An-1 On
0 I B ees 0 Up
0 0 1 L
o = (1)
: : i 0 ug
0 0 0 1 us

wup 0 0 ... 0 Uy

Proof. Observe that (a1, pay, ... ,pa,) = 1 and use results of paper [4], which without
loss of generality can be extended to our ring, complement the row ||a; ... an||
to an invertible matrix of form (1). a

We will consider a group of matrices

GL ={H e GL,(R) | ®H = S®, S € GLn(R)},

which consists of all invertible matrices of the form {|h;;||T, where h;; = E{—k,»j, i=
Lee i o= L FED ceayil $00,
Lemma 3. Let (ay,...,a,)=1,n2>2 and (01.%:—62, - ,E‘I‘—an) = 4. Then in the
groups G, Gg there exist matrices H, L such that
llay oo dpllH=l0 = ... %[,
' T T
Lila ... aal®=06 * ... *IF.
Proof. There are elements uy, ..., un sush that
auy + ﬂagug + it {P—“anun =4,
P Y1

By property 4 from [4] the element u; can be chosen so that (ul, 5‘-’-'1) = 1. Hence,

¥
(ul, &(‘uz‘--- ,ﬁn)) =1
#1

e P | Pa g — e2 Pn en P | s
Since = | or 1= 2,...,n, then (ul, Tiug,. .., mun) | (u1, U2y mu") 1.
Consequently

(ulzﬁauzv" !'(p_nuﬂ) =1
L1 PL .

By a Theorem from [5] in the group Gg there exists a matrix H with the first row

l] U] %uz ‘o %un ||T . The second part of our assertion can be proved by anal-
ogy. a
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Lemma 4. Let A be a k x| matriz and a the greatest common divisor of all elements
of this matriz. If A 1s a submatriz of the n x n matriz B and k+1 2 n+ 1 than
o | det B.

Proof. Without loss of generality we can suppose that the matrix A is in left lower
corner of the matrix B = ||b;;|[T. Hence

bsl v bsl

bnl o bnl

where s =n—k+1. Since k4+1>n+1, we obtainl > n—k + 1 = s. It means that
the diagonal element by, is an element of the first row of the matrix A. By Lemma
from [3], a | det B. . a

Proof of Theorem 1. Let be A € GL(2, R). Then det A =« € U(R). In the group Gs

there exists a matrix H; = diag(1,e~!). Denote H1A = ||a,-_,,-[|f. Since (@11, a21) = 1,
there exist elements uy, us such that

ujay; + uzaz = 1.
For each element r € R we have
(u; +anr)ay; + (u2 —anr)az = 1.

Since (uy,as) = 1 we see that (ul,azl, %11) = 1. Thus there exists rg such that

(ul + an 1o, E) 2=,
Y1

We denote by %; = uj + a170, U2 = u2 + a1170. Then
(Ela'@ﬁ?) = 1:
Y1

Ty — Dz = 1.
®1

It means that in the group G there exists 2 matrix

so there exist x,y such that

U Us
HZ = 3
il
Then ’ T
¥k e afn _ a
H””A“Mb efl ~ ‘b 1“ ’0 1
Therefore . alls
a
B g lb 1o 1’
where H = (H3H))™' € Gg. Hence the result holds for n = 2. Let n > 3, and
suppose that the result is established for k¥ < n. Since (a11,...,an1) = 1, 1t follows
that there exist elements uy,..., un such that

U811+ ...+ Unlay =1,
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where the element u, satisfies the condition
(U1, ﬁ) = 1.
£1
By Lemma 2 the row ||u; ... wugn|| is complementable to an invertible matrix of
form (1), where ¢ = £2. 1t is obvious that H € Gg. Then
froob It o flr o |Iy1
el A b P | B | e |

a=|lay ... ana|", b =1bs ... ba-1|l, Ba-1 € GLin — 1,R). By the in-

duction hypothesis B,y = H,_1UV, where H,_, € Gs,, ®1 = diag(e2,...,¢n),
U € Uw(n = 1,R), V € Uyp(n — 1,R). By Lemma 1 there exists column z =
lzi ... za_1||” such that

1 0 1 0 11 0 1 0
a En_y 0 Hn |0 Hp z Eqa|l’
Then
1 0 1 0 1 0 1 0 1 b )_
wi=lo m J (s salls oD (o vllo &Ll)-
_ %l 0 1 0 1 b
- Hﬂ—l i U 0 V '
Hence,
_ 111 0 1 0 1 &
a= (s wi e ollo vl
1 0

Taking into account that’

€ Gg, we see that our statement is true. [J
0 Hn-l

Let A be an n X n matrix over R. Since R is a commutative elementary divisor
domain {6], there exist invertible matrices P and @ such that

PAQ = diag(ey,... ,en) = ¥,

which is a d-matrix. The matrix ¥ is named canonical diagonal form of the matrix
A. Denote by K (f) the set of representatives of the conjugate class of the factor-ring
R/Rf, where f € R. Let

V(¥,®) ={V = |lvi;||I] € U(n,R) | vij = (T,.Iﬁe}j"‘i"‘ii c K ((qo.v,sj))},

¥j
f =Bl d S L=, 42 1

Corollary 1. (V(¥,®)Uyp(n, R)P)™' ® is the set of left divisors of the matriz A
which contain all left nonassociative by right divisors of this matriz with canonical
diagonal form ®.

Proof. We define
L(¥,®) = {L € GL(n,R) | L¥ = ®S, S € M(n,R)}.



188 VOLODYMYR SHCHEDRYK

By Corollary 3 from [3] the set L(¥,®) consists of all invertible matrices of the form
;7 . where l;; = (T;?Eﬁkfi’ i=2,...,n,=1,...,n=1,1>j. From Proposition

from [3] it follows that the set (L(¥, ®)P)~" @ is the set of left divisors of the matrix
A which contain all left nonassociative by right divisors of this matrix with canonical
diagonal form ®. Let 7' € V(¥,®), N € Uyp(n, R). Since Uyp(n, R) C Gy, we have

TNY =T¥S, = $5,5;,5; € GL(TI,R),SQ € M(R,R),

Therefore V(¥,®)Uyp(n, R) C L(¥,®). Consequently, (V (¥, ®)Uyp [1@,1‘%)}"')*l ® is
the set of left divisors of the matrix A with canonical diagonal form ®. We will show
that this set is contain all left nonassociative by right divisors of the matrix A with
canonical diagonal form ®.

Let L € L(¥, ®), it means that the matrix B = (LP)_I‘@ is the left divisor of the
matrix A. By Theorem 1, L = HUV, where H € Gg, U € Ujw(n, R). V € Uyp(n, R).
Hence, U = H='LV~!. Since V! € Gy, it follows that

UV =H 'LV~ = H'LYS, = H™'$5,5;, = ®(535:51).

Thus U € L(¥,®). By Lemma 3 from [7] in the group G¢ there exists a matrix H,
such that H,U = Ty € L(¥,®). Consequently,

B=(LP)'®=(HUVP) ' &= (HH;\(H,U)VP) ™' ®=
= (WP ' (HiH"Y) ' &= (TyVP)™' &S = B,§,

S € GL(n,R) where B, = (TyVP)™' @S € (V(¥,®)Uup(n, R)P)™" ®. It means
that every left divisor of the matrix A with canonical diagonal form ® in the set
(V(¥, ®)Up(n, R)P)™' ® have associative by right matrix. The proof of the Corol-
lary is complete. O

Theorem 2. Let ® = diag(¢i1,...,¢n) and ¥ = diag(e1,...,€x) be nonsingular
d-matrices. In order that GL(n,R) = G%Gg, it is necessary and sufficient that

det =&, det ¥} = 1.
(det 3@, det 2 ¥)

Proof. Necessity. Let (det ;};(I),det é\?) = § and ¢,, ¢, are the first diagonal el-
ements of the matrices ®, ¥ with the property 6|%§-, Jl%-:—, 2 < r,s <n. Then J|i§f,
i=s,s+1,...,nand Jg,j = r,r+1,...,n. Consequently, in the lower left corner of
every matrix of the group G there is an (n — s + 1) x (s — 1) submatrix all elements
of which are divisible by 6. And in the upper right corner every matrix of the group
GYT is (r— 1) x (n — r + 1) submatrix all elements of which are divisible by §. Since
GL(n,R) = G Gg then

0 1

LH = —4 4
1 0

where L € GL, H € Gg. Thus, L = TH™'. Therefore, in the left upper corner of
the matrix L there is an (n — s+ 1) x (s — 1) submatrix all elements of which are
divisible by é. Taking into account structure of elements of the group Gg we come to
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the conclusion that s < r, otherwise all elements of first row of the matrix L would
be divisible by é. Possible cases:

l.n—s+1< r—1. Then the matrix L has (n—s+1) x ((s = 1)+ (n — r+ 1))
submatrix all elements of which are divisible by §. Since,

m—s+)+(-1)+(rn-r+l)=n+1)+(n-r)2n+1

by Lemma 4, §|det L € U(R). Therefore § = 1.
2. n—s+1> r—1. Then the matrix L contains an (r—1) x ((s — 1) + (n — r + 1))
submatrix all elements of which are divisible by 4. Since,

(r=1)+(=-1)+@n-r+)=n+s-1=(n+1)+(s-2)2n+1,
as above § = 1. "

Sufficiency. Let A = Haijllf € GL(2,R) and (au, -:f-au) = 4. By Lemma 3 there

exists H € Gg such that
§ byg

AH =
ba1 b2z

Since (5’—"‘ 5-1) = 1 and 4|£2, it follows that (5, %T) = 1. Therefore, there exists

erl e

L € G¥ such that det LAH = 1 and
1 a 1 0}ljjl a
A i o B[t
Consequently,

e

1 0 1l a -
sl (o 17)
Hence the result holds for n = 2.

Let n > 3, and suppose that the result is established for k < n. Let A = ||a;||} €
GL(n, R). By analogy we can find matrices L € G§, H € Gg such that

1 0
0 An—l

LAH =

By the induction hypothesis A,_1 = Lp_1Hn-1, where L, € G’f;l, H,.1 € Gg,,
¥, = diag(ea, ... ,en), ®1 = diag(ypa,...,pn). Hence,

1 0 1 0

= -1 -1

a= (o s ) (o wl]m):

Since - . € GT and : 4 € Ga, the proof of our statement is com-
= 0 Ln—I % 0 Hn—l d

plete. O

Corollary 2. Let A,B be matrices with the canonical diagonal form ¥ =
diag(ey, ... ,€n), ® = diag(p1,...,¥n), respectively. If (det ;};@,det :—I\Il) = 1 then
the matriz AB has the canonical diagonal form ¥®.

Proof. Since,A = P;'¥Q3;", B = P5'®Q5", where P4,Qa, Pp,Qp € GL(n, R), we
have AB = P; ¥ (Q3P5') ®Q5'. By Theorem 2, Q' P5' = UV, where U € G,
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V € Gg. Consequently,

AB = P (WU) (VR®)Qp' = (P1'S)) ¥@ (S:Qp') ~ ¥&.
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PO PO3KJAJ IIOBHOI JIIHIMHOI IPYIIY
B IOBYTOK JEAKHUX ii NIATPYII

B. llleapux

Inemumym npuxaadnuz npobaem MAMEMAMUKY | METAHIKY
iment A. C. IIidcmpuzava HAH Yxpainu,
eya. Hayxoea, 36 79053 Jlveis, Yxpaina

PosrasnyTo rpyny Gg-060pOTHHX MaTpuib, AKi KBa3iKOMYTYIOTb 3 AiarOHalb-
noto matpuueto ®. Ilokaszano, wo Haj Aeskoio obracTio Besy mosna JinidHa rpyna
poakaanaeTbes B Jo6yTok Gg IPyn HHXHIX | BEPXHIX YHITPUKYTHUX MAaTpPHllb.
3asHaveHo HeoOXijHI Ta AOCTATHI yMoBH Aaa Toro, mo6 GL(n, R) = G'EG'@, ne T -
3gak TpadcnonyBaHHA. OJgepxaHi pe3yibTaTH BHUKOPHUCTAHO AJA OMUCY MIILHUKIB
MaTpPHLb.
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